
MTDOCS 47791018 

Generative AI - Insight, Examination and Interaction 

(First published at barrysookman.com) 

 

ITECHLAW 2023 

WORLD TECHNOLOGY LAW CONFERENCE  

FRIDAY MAY 26, 2023 

BARRY SOOKMAN 

MCCARTHY TETRAULT 

BSOOKMAN@MCCARTHY.CA 

PERSONAL BLOG @ BARRYSOOKMAN.COM 

 

 

 

https://www.barrysookman.com/?p=29966&preview=true
https://www.itechlaw.org/conferences/2023-world-technology-law-conference-0
https://www.mccarthy.ca/en/people/barry-sookman
mailto:bsookman@mccarthy.ca
https://www.barrysookman.com/


 

 

TABLE OF CONTENTS 

I. WHAT IS GENERATIVE AI  .......................................................................................... 1 

1. Working definition .................................................................................................. 1 

(a) U.S. Copyright Office, Copyright Registration Guidance: Works Containing 

Material Generated by Artificial Intelligence, online: U.S. Copyright Office 

Guidance. ................................................................................................................ 1 
(b) E.U., Proposal for a regulation of the European Parliament and of the 

Council on harmonised rules on Artificial Intelligence (Artificial Intelligence Act) 

and amending certain Union Legislative Acts, online: EU AI Act (draft 

Compromise Amendments) May 9, 2023 ................................................................ 1 
(c) U.K. Government, A pro-innovation approach to AI regulation, online: 

GOV.UK (www.gov.uk)........................................................................................... 1 

II.  GENERATIVE  AI CHALLENGES ï INTELLECTUAL PROPERTY - 

COPYRIGHT  .................................................................................................................... 2 

1. Music....................................................................................................................... 2 

(a) David Israelite & Mitch Glazier, Will AI Value Human Creators? Nowôs the 
Time to Decide the Future of Our Culture (Guest Column), online: 

billboard.com/pro/ai-senate-é ............................................................................... 2 
(b) IFPI, Securing growth across the music ecosystem online: 

https://www.ifpi.org/ifpi-priorities/creating-a-fair-environment-for-music/ .......... 2 

2. Art ........................................................................................................................... 2 

(a) CAIR, AI Open Letter regarding generative AI, online: artisticinquiry.org/ai-

open-letteré ........................................................................................................... 2 
(b) Andersen v. Stability AI Ltd., 3:23-cv-00201 .................................................. 3 

3. Photos ...................................................................................................................... 4 

(a) Getty Images (US), Inc. v. Stability AI, Inc., 1:23-cv-00135 ........................... 4 

4. Software .................................................................................................................. 6 

(a) DOE 1 et al v. GitHub, Inc. et al 4:2022cv06823 ........................................... 6 

5. Authors .................................................................................................................... 7 

(a) Mandalit del Barco ñStriking movie and TV writers worry that they will be 
replaced by AIò online: https://www.npr.org/2023/05/18/1176806824/striking-

movie-and-tv-writers-worry-that-they-will -be-replaced-by-ai. .............................. 7 

6. Human Artistry Campaign ...................................................................................... 7 

(a) Core Principles for Artificial Intelligence Applications online:  

https://www.humanartistrycampaign.com/ ............................................................. 7 

III.  DOES GENERATIVE AI INFRINGE COPYRIGHT?  ................................................ 8 

1. Infringement causes of action ................................................................................. 8 

(a) Reproduction for training purposes ................................................................. 8 



- ii  - 

(i) Field v. Google, Inc., 77 U.S.P.Q.2d 1738 (D. Nev. 2006) ................. 8 

(ii)  Parker v. Google, Inc., 78 U.S.P.Q.2d 1212 (E.D. Penn. 2006) ......... 8 

(iii)  Religious Technology Center v. Netcom On-Line Communication 

Services, Inc., 907 F.Supp. 1361 (N.D.Cal.1995) ............................... 8 

(iv) National Rugby League Investments Pty Ltd. v. Singtel Optus Ltd., 

[2012] FCAFC 59 (27 April 2012) ..................................................... 8 

(v) Record TV PTE LTD. v. Mediacorp. TV Singapore PTE LTD., [2011] 

1 SLR 830 ............................................................................................ 8 

(b) Outputs - reproductions or derivative works ................................................... 9 

(i) Scope of copyright protection .............................................................. 9 

 Cinar Corporation v. Robinson, 2013 SCC 73, 

Designers Guild Ltd. v. Russell Williams (Textiles) 

Ltd., [2001] 1 All E.R. 700 (H.L.), Nichols v. Universal 

Pictures Corporation, 45 F.2d 119 (2nd Cir. 1930). ...........9 

 Cinar Corporation v. Robinson, 2013 SCC 73 ....................9 

(ii)  Reproducing ñstyleò .......................................................................... 10 

 Rains v. Molea, 2013 ONSC 5016 .....................................10 

(iii)  U.S. Copyright Act Section 102(b) (and Art. 9.2 TRIPs) (merger, 

scenes a faire) .................................................................................... 10 

 Lotus Development Corp. v. Paperback Software 

International, 15 U.S.P.Q.2d 1577 (D. Mass. 1990); 

Lotus Development Corp. v. Borland International 

Inc., 34 U.S.P.Q.2d 1014 (1st Cir. 1995); Computer 

Associates International Inc. v. Altai Inc., 23 

U.S.P.Q.2d 1241 (2nd Cir. 1992); Delrina Corp. v. 

Tiolet Systems Inc. (2002), 17 C.P.R. (4th) 289 (Ont. 

C.A) ....................................................................................10 

(iv) Derivative works ................................................................................ 11 

 U.S. Copyright Act .............................................................11 

 Sookman, Computer, Internet, Electronic Commerce 

Act ......................................................................................11 

2. TPMs and Rights Management ............................................................................. 11 

(a) WIPO Copyright Treaty (See also WPPT, USMCA) ................................... 11 

3. Accessorial and secondary copyright infringement .............................................. 12 

(i) Contributory infringement ................................................................. 12 

(ii)  Vicarious liability .............................................................................. 12 

(iii)  Authorization ..................................................................................... 12 



- iii  - 

(iv) Aid and abet ....................................................................................... 12 

(v) Induce infringement ........................................................................... 12 

(vi) Similar secondary lability theories xxx ............................................. 12 

4. Moral rights infringement ..................................................................................... 12 

(a) Article 6b is of the Berne Convention ........................................................... 12 
(b) WIPO Guide to the Copyright and Related Rights Treaties Administered by 

WIPO .................................................................................................................... 12 

IV.  DEFENSES TO COPYRIGHT INFRINGEM ENT .................................................... 13 

1. Fair use .................................................................................................................. 13 

(a) Andy Warhol Foundation for the Visual Arts, Inc v Goldsmith 598 U.S. ____ 

(2023) .................................................................................................................... 13 

2. Fair Dealing .......................................................................................................... 13 

(a) CCH Canadian Ltd. v. Law Society of Upper Canada, 2004 SCC 13, Alberta 

(Education) v. Canadian Copyright Licensing Agency (Access Copyright), 2012 

SCC 37, Society of Composers, Authors and Music Publishers of Canada v. Bell 

Canada, 2012 SCC 36, York University v. Canadian Copyright Licensing Agency 

(Access Copyright), 2021 SCC 32, 2021 .............................................................. 13 

3. Text and data mining exceptions .......................................................................... 14 

(a) Matthew Stratton, Deputy General Counsel, Association of American 

Publishers, April 14, 2023 ñCopyright Framework for TDM: A Jurisdictional 

Approachò............................................................................................................. 14 
(b) Osborne Clarke, Generative AI: what could the future hold for IP and 

training data in the UK?, online: osborneclarke.com/insights/generé ............... 14 
(c) Temporary reproductions .............................................................................. 14 

(i) E.U., Directive 2001/29/EC of the European Parliament and of the 

Council of 22 May 2001 on the harmonisation of certain aspects of 

copyright and related rights in the information society, online: 

https://eur-lex.europa.eu/legal-

content/EN/TXT/?uri=celex%3A32001L0029 .................................. 14 

(ii)  Infopaq International A/S v. Danske Dagblades Forening, [2010] 

FSR 20; Football Association Premier League Ltd v QC Leisure and 

Others and Karen Murphy v Media Protection Services Ltd, [2012] 1 

CMLR 29, Infopaq International A/S v. Danske Dagblades Forening, 

[2012] EUECJ C-302/10, Public Relations Consultants Association 

Ltd v The Newspaper Licensing Agency Ltd & Ors [2013] UKSC 18 

(17 April 2013). ................................................................................. 15 

(iii)  Section 30.71 of the Copyright Modernization Act ........................... 15 

4. Other possible defenses to copyright infringement by generative AI................... 15 

(a) Generative AI and neutral intermediary (passive, instrumental, and 

automated)............................................................................................................. 15 



- iv - 

(i) Article. 8, WIPO Copyright Treaty, 1996,......................................... 15 

 Clause 42, EU E-Commerce Directive. ............................................. 15 

(iii)  Society of Composers, Authors and Music Publishers of Canada v. 

Canadian Assn of Internet Providers, 2004 SCC 45 ......................... 15 

(iv) Crookes v. Newton, 2011 SCC 47 ..................................................... 15 

(b) Safe harbours e.g. search engines, hosting, service provider/ISP ................. 16 

5. Generative AI and jurisdictional issues ................................................................ 16 

(a) Personal jurisdiction over defendant ............................................................. 16 
(b) Scope and extra-territorial application of copyright laws to foreign acts ..... 16 

(i) EU/UK 16 

 Tunein Inc v Warner Music UK Ltd & Anor [2021] 

EWCA Civ 441 (26 March 2021) .......................................16 

(ii)  United States ...................................................................................... 16 

 National Football League v. PrimeTime 24 Joint 

Venture, 211 F.3d 10 (2nd Cir. 2000), Los Angeles 

News Service v. Conus Communications Co., 969 

F.Supp. 579 (C.D. Cal. 1997), National Football 

League v. TVRadioNow Corp., 53 U.S.P.Q. 2d 1831 

(W.D. Pa. 2000), Spanski Enterprises, Inc. v. Telewizja 

Polska, S.A., 883 F. 3d 904 (D.C. Cir. 2018), 

Columbia Pictures Industries, Inc. v. Fung, (C.D. Cal. 

December 21, 2009) ...........................................................16 

(iii)  Canada 16 

 Society of Composers, Authors and Music Publishers 

of Canada v. Canadian Assn of Internet Providers, 

2004 SCC 45 ......................................................................16 

V. COPYRIGHT PROTECTION FOR COMPUTER AIDED AND COMPUTER 

GENERATED WORKS AND OTHER RELATED MATTER  ................................. 16 

1. Computer assisted/aided works............................................................................. 16 

(a) Midway Mfg. Co. v. Artic International Inc., 547 F.Supp. 999 (N.D. Ill. 

1982), affirmed 704 F.2d 1009 (7th Cir. 1983). ................................................... 16 
(b) Oakcraft Homes Inc. v. Ecklund, [2013] O.J. No. 3215 (Ont. S.C.J.) .......... 16 
(c) Geophysical Service Incorporated v. Encana Corporation. 2016 ABQB 230, 

affirmed 2017 ABCA 125 ..................................................................................... 16 
(d) Express Newspapers Plc v. Liverpool Daily Post & Echo Plc, [1985] 3 All 

E.R. 680 (Ch.D.). .................................................................................................. 17 

2. Computer Generated Works ï Commonwealth Countries ................................... 17 

(a) Harmony Consulting Ltd. v. G.A. Foss Transport Ltd., 2012 FCA 226. 

Program features that were developed using MS Access Wizard were not original 

or protectable. ....................................................................................................... 17 



- v - 

(b) Sookman Computer Internet e-Commerce Law ............................................ 17 
(c) Asia Pacific Publishing Pte Ltd v Pioneers & Leaders (Publishers) Pte Ltd 

[2011] SGCA 37 ................................................................................................... 17 
(d) Camlin Pvt. Ltd. vs National Pencil Industries on 7 November, 1985, AIR 

1986 Delhi 444 ...................................................................................................... 18 

3. Computer Generated Works ï United States (Pre-AI generated cases) ............... 18 

(a) Ross, Brobins & Oehmke PC v. Lexis/Nexis. 73 U.S.P.Q. 2d 2005. ............. 18 
(b) Southco, Inc. v. Cambridge Corp., 390 F. 3d 276 (3rd Cir. 2004). ............... 18 
(c) Reareden LLC v. The Walt Disney Company, 293 F.Supp. 963 (N.D. Cal. 

2018). .................................................................................................................... 19 

4. Computer Generated Works ï United States (Generative AI cases ï where to draw 

the line) ................................................................................................................. 19 

(a) U.S. Copyright refusal to register ñA Recent Entrance to Paradiseñ applied 

for by Steven Thaler.............................................................................................. 19 
(b) Zarya of the Dawn (Registration # VAu001480196) ..................................... 20 
(c) U.S. Copyright Office, Copyright Registration Guidance: Works Containing 

Material Generated by Artificial Intelligence, online: U.S. Copyright Office 

Guidance ............................................................................................................... 21 

5. Neighboring rights protection ............................................................................... 22 

(a) Originality requirement for ñrelated rightsò such as sound 
recordings/phongrams ........................................................................................... 22 

(i) WIPO, Guide to the Copyright and Related Rights Treaties 

Administered by WIPO, online: 

https://www.wipo.int/edocs/pubdocs/en/copyright/891/wipo_pub_891.

pdf 22 

(b) Human Artistry Campaign, Core Principles for Artificial Intelligence 

Applications online:  https://www.humanartistrycampaign.com/ ........................ 22 
(c) Neighboring rights protection for computer generated works ...................... 22 

(i) U.K. Copyright, Designs and Patents Act, 1988 ............................... 22 

 Nova Productions Limited v. Mazooma Games Ltd., 

[2006] E.W.H.C. (Ch) (20 January 2006), affirmed 

[2007] EWCA Civ 219 ......................................................23 

 Lionel Bently (University of Cambridge), The UKôs 

Provisions on Computer Generated Works: A Solution 

for AI Creations?, online: 

https://europeancopyrightsocietydotorg.files.wordpres

s.com/2018/06/lionel-the-uk-provisions-on-computer-

generated-works.pdf...........................................................23 

VI.  PROTECTION FOR AI GENERATED INVENTIONS  ............................................ 23 

(a) Thaler v Vidal 43 F.4th 1207 (2022) ............................................................. 23 



- vi - 

Thaler v Vidal 43 F.4th 1207 (2022) .................................................................... 24 
(b) Christine M Morgan, USPTO is holding public listening sessions on AI 

inventorship for patents, online: reedsmith.com/en/perspectiveé ....................... 24 
(c) J 0008/20 (Designation of inventor/DABUS) of 21.12.2021 ........................ 24 
(d) Thaler v Comptroller General of Patents Trade Marks And Designs [2021] 

EWCA Civ 1374 (21 September 2021) Per Arnold JA. ....................................... 24 
(e) Commissioner of Patents v Thaler - [2022] FCAFC 62 ................................ 25 

VII.  REGULATION  OF PRIVACY AND USE OF PERSONAL DATA FOR 

GENERATIVE AI SYSTEMS ....................................................................................... 27 

(a) Compliance with general data protection laws regarding processing of 

personal data ......................................................................................................... 27 

(i) Natasha Lomas, Italy gives OpenAI initial to-do list for lifting 

ChatGPT suspension order, online: 

techcrunch.com/2023/04/12/chaé .................................................... 27 

(ii)  Kelvin Chan OpenAI: ChatGPT back in Italy after meeting watchdog 

demands online: https://apnews.com/article/chatgpt-openai-data-

privacy-italy-b9ab3d12f2b2cfe493237fd2b9675e21 ......................... 27 

(iii)  OPC to investigate ChatGPT jointly with provincial privacy 

authorities, online: https://www.priv.gc.ca/en/opc-news/news-and-

announcements/2023/an_230525-2/.................................................. 28 

(iv) Reference re Subsection 18.3(1) of the Federal Courts Act, 2021 FC 

723 28 

(b) Transparency and explainability under privacy laws and AI laws ................ 29 

( i )  Barry Sookman, CPPA: problems and criticisms ï automated 

decision making, online: 

https://www.barrysookman.com/2022/12/18/cppa-problems-and-

criticisms-automated-decision-making/ ............................................ 29 

(ii)  Barry Sookman, AIDAôs regulation of AI in Canada: questions, 

criticisms and recommendations, online: 

https://www.barrysookman.com/2023/01/30/aidas-regulation-of-ai-

in-canada-questions-criticisms-and-recommendations/ ................... 29 

VIII.  REGULATION OF GENERATIVE AI  ....................................................................... 29 

1. Concerns animating regulation of generative AI .................................................. 29 

(a) U.K. Government, A pro-innovation approach to AI regulation, online: 

GOV.UK (www.gov.uk)......................................................................................... 29 

2. EU AI Act (AIA) regulation of generative AI in the EU ...................................... 30 
3. E.U., Proposal for a regulation of the European Parliament and of the Council on 

harmonised rules on Artificial Intelligence (Artificial Intelligence Act) and 

amending certain Union Legislative Acts, online: EU AI Act (draft Compromise 

Amendments) May 9, 2023 .................................................................................... 30 
4. Regulation of generative AI in the U.K. ............................................................... 31 



- vii  - 

5. U.K. Government, A pro-innovation approach to AI regulation, online: A pro-

innovation approach to AI regulation - GOV.UK (www.gov.uk) ......................... 31 
6. Regulation of generative AI in the United States ................................................. 32 

(a) Barry Sookman, AIDAôs regulation of AI in Canada: questions, criticisms 
and recommendations, online: https://www.barrysookman.com/2023/01/30/aidas-

regulation-of-ai-in-canada-questions-criticisms-and-recommendations/ ............ 32 
(b) Makena Kelly, White House rolls out plan to promote ethical AI, online: 

theverge.com/2023/5/4/23710é ........................................................................... 32 

7. Regulation of generative AI in Canada ................................................................. 32 

(a) Government of Canada, The Artificial Intelligence and Data Act (AIDA) ï 

Companion document, online: (ISED) .................................................................. 32 
(b) Howard Solomon, Canadian experts urge Parliament to pass AI law fast | IT 

World Canada News, online: itworldcanada.com/article/canadié ..................... 32 
(c) Barry Sookman, AIDAôs regulation of AI in Canada: questions, criticisms 

and recommendations, online: https://www.barrysookman.com/2023/01/30/aidas-

regulation-of-ai-in-canada-questions-criticisms-and-recommendations/ ............ 33 
(d) Barry Sookman, AIDA Companion Document: overview and questions, 

online: https://www.barrysookman.com/2023/04/10/aida-companion-document-

overview-and-questions/ ....................................................................................... 33 

8. Regulation of generative AI in India .................................................................... 33 

(a) Web Desk | Organiser, India planning to regulate AI platforms like 

ChatGPT: IT minister Ashwini Vaishnaw, online: 

organiser.org/2023/05/18/174é .......................................................................... 33 

IX.  GOVERNANCE AND RISK MANAGEMENT  .......................................................... 33 

1. Organizational use of and policies for responsible AI .......................................... 33 

(a) Niraj Bhargava & Mardi Witzel, Generative AI Is Here to Stay: Its Users 

Should Be Accountable First - Centre for International Governance Innovation, 

online: cigionline.org/articles/generé ................................................................. 33 
(b) Linden A Hoffman, Employers and Artificial Intelligence: What Should We 

Know?, online: bakersterchi.com/employers-and-é ........................................... 33 
(c) Katherine Hamilton, Amazon Launches AI Platform Aimed At Corporate 

CustomersðJoining Google And Microsoft In AI Race online: 

https://www.forbes.com/sites/katherinehamilton/2023/04/13/amazon-launches-ai-

platform-aimed-at-corporate-customers-joining-google-and-microsoft-in-ai-

race/?sh=2caa1d3d483d ...................................................................................... 34 

2. Contracting for generative AI ............................................................................... 34 

(a) Victoria Lee & Mark Lehberg, Before creating or acquiring a technology 

solution that is generated by AI, consider your contract terms, online: 

dlapiper.com/en-ro/insightsé .............................................................................. 34 
(b ) Barry Sookman & Michael Scherman, Contracting for tech under the AI 

provisions of CPPA, AIDA and Law 25, online: 



- viii  - 

https://www.barrysookman.com/2023/05/14/contracting-for-tech-under-the-ai-

provisions-of-cppa-aida-and-law-25/ ................................................................... 34 

X. LIABILITY ISSUES AND GENERATIVE AI  ............................................................ 34 

1. Aiding and abetting an illegal or tortious act ........................................................ 34 

(a) Twitter, Inc v Tamneh 598 U.S. ___ (2023) .................................................. 34 
(b) Gonzalez et al v Google LLC, 598 U.S. ___ (2023) ...................................... 36 

2. Does s230 of CDA apply in U.S.? ........................................................................ 36 
3. Directive 2000/31/EC 1 (the ñe-Commerce Directiveò) and Digital Services Act 

SEC(2020) 432 ...................................................................................................... 36 
4. Defamation liability .............................................................................................. 36 

(a) A.B. c. Google, 2023 QCCS 1167 ................................................................. 36 
(b) DUFFY v GOOGLE LLC [2023] SASC 13 (3 February 2023) .................... 36 
(c) Google LLC v Defteros [2022] HCA 27, ...................................................... 36 

5. Common law liability ........................................................................................... 36 

XI.  APPENDIX - ADDITIONAL RESOURCES AND T OPICS ON LEGAL ISSUES 

AND GENERATIVE AI ................................................................................................. 37 

1. More on generative challenges to copyright authors/owners ............................... 37 

(a) Tim Ingham, Universal Music Group: Yes, ripping off Drakeôs voice for that 
AI track was against the law, online: musicbusinessworldwide.com/universal-

musié ................................................................................................................... 37 
(b) Osborne Clark, Generative AI: what could the future hold for IP and training 

data in the UK?, online: osborneclarke.com/insights/generé ............................. 37 
(c) Ghostwriter in the Machine: Copyright Implications for AI-Generated 

Imitations iptechblog.com/2023/05/ghostwé....................................................... 38 
(d) AI Drake just set an impossible legal trap for Google 

theverge.com/2023/4/19/2368é ........................................................................... 38 
(e) The Summer of "Deep Drakes": How Generative AI Is Creating New Music 

and Copyright Issues hklaw.com/en/insights/pué ............................................... 38 
(f) AI-Generated Music: The Biggest Impact on the Music Industry Since 

Napster? ipandmedialaw.fkks.com/post/102iddr/aé ........................................... 38 
(g) Artificial Intelligence and Copyrights ï Dilemmas for Both Infringement and 

Creation vorys.com/pu .......................................................................................... 38 
(h) New Tools, Old Rules: Is The Music Industry Ready To Take On AI? | 

Copyright Lately copyrightlately.com/ai-generated-mé ..................................... 38 
(i) Suzi Morales, The AI Revolution Is Upon Us, Whether or Not Copyright 

Laws Are Ready, online: observer.com/2023/03/the-aié .................................... 38 
(j) Stuart D Levi, Shannon N Morgan & MacKinzie M Neal, US Copyright 

Office Guidance on Royalty Eligibility of Musical Works Generated Using AI | 

Insights, online: skadden.com/insights/publié .................................................... 38 

2. IP Protection and other issues for other computer-generated types of IP ............. 39 



- ix - 

(a) Are there originality requirements for trade-marks, trade-secret/confidential 

information, industrial designs, plant breeders rights, integrated circuit 

topographies? ........................................................................................................ 39 
(b) Implications for IP rights premised on novelty, being ñnewò, distinctiveness, 

with AI generated ñprior artò. ............................................................................... 39 
(c) Australian Government, Generative AI and the IP rights, online: Aus Gov - 

Generative AI ........................................................................................................ 39 

3. Perspectives on feasibility and challenges on regulation of generative AI .......... 39 

(a) Niraj Bhargava & Mardi Witzel, Generative AI Is Here to Stay: Its Users 

Should Be Accountable First - Centre for International Governance Innovation, 

online: cigionline.org/articles/generé ................................................................. 39 
(b) Darrell M West, Senate hearing highlights AI harms and need for tougher 

regulation, online: brookings.edu/blog/techtank/é ............................................. 39 
(c) Casey Fiesler, AI has social consequences, but who pays the price? Tech 

companies' problem with 'ethical debt', online: theconversation.com/ai-has-

social-é ................................................................................................................ 40 
(d) Tim Juvshik, AI exemplifies the 'free rider' problem ï here's why that points 

to regulation, online: theconversation.com/ai-exemplifiesé ............................... 40 
(e) Krishna Ravi Srinivas, Two reasons AI is hard to regulate: the pacing 

problem and the Collingridge dilemma, online: thehindu.com/sci-tech/sciené .. 41 
(f) Kent Walker, A policy agenda for responsible AI progress: Opportunity, 

Responsibility, Security, online: blog.google/technology/ai/é ............................ 41 

4. Different approaches to regulating AI .................................................................. 42 

(a) Cathy Li, Global push to regulate artificial intelligence: AI news | World 

Economic Forum, online: weforum.org/agenda/2023/05é ................................. 42 
(b) Insights IAS, ñRisk-basedò regulation for artificial intelligence (AI), online: 

insightsonindia.com/2023/05/02/risé .................................................................. 42 
(c) G7 Hiroshima Leadersô Communiqu®, May 20, 2023 .................................. 43 

5. More on EU AIA .................................................................................................. 44 

(a) Cybil Roehrenbeck, Technology policyôs next big challenge: Divergent 
approaches to regulating AI, online: engage.hoganlovells.com/knowledgeservié

 44 
(b) Hadrien Pouget, Europe's AI Act Worries Washington, online: 

cepa.org/article/europeé ..................................................................................... 44 
(c) Natasha Lomas, EU lawmakers back transparency and safety rules for 

generative AI, online: techcrunch.com/2023/05/11/eu-é .................................... 44 
(d) Supantha Mukherjee, Foo Yun Chee & Martin Coulter, EU proposes new 

copyright rules for generative AI, online: reuters.com/technology/eu-é ............ 44 
(e) Lutz Riede et al., Has copyright caught up with the AI Act?, online: 

technologyquotient.freshfields.com/post/102iewc/hé .......................................... 44 

6. More on regulation of AI in the U.S. .................................................................... 44 

(a) Maria Nava, Federal Agencies Release Joint Statement on AI, online: 

advertisinglaw.fkks.com/post/102idks/fé ............................................................. 44 



- x - 

(b) Hans Christopher Rickhoff et al., Federal AI Developments: Leader Schumer 

Unveils AI Legislative Framework, Reintroduction of AI for National Security Act 

and FTC Interest, online: akingump.com/en/insights/alé ................................... 45 
(c) Jeremy Straub, Schumerôs AI regulations would stifle innovation and dampen 
free expression | The Hill, online: thehill.com/opinion/technoé ......................... 45 
(d) Brian Fung, US senator introduces bill to create a federal agency to regulate 

AI, online: wjcl.com/article/bill-fé ...................................................................... 45 
(e) Bennet, Welch Reintroduce Landmark Legislation to Establish Federal 

Commission to Oversee Digital Platforms, online: 

https://www.bennet.senate.gov/public/index.cfm/2023/5/bennet-welch-

reintroduce-landmark-legislation-to-establish-federal-commission-to-oversee-

digital-

platforms#:~:text=%E2%80%9CThe%20Digital%20Platform%20Commission%

20Act,address%20the%20nation%27s%20digital%20challenges. ...................... 45 
(f) Matt OôBrien, ChatGPT chief says AI should be regulated by a US or global 

agency | The Times of Israel, online: timesofisrael.com/chatgpt-chief-é ........... 45 
(g) Henry Foy & Jim Pickard, G7 leaders call for óguardrailsô on development 
of artificial intelligence | Financial Times, online: ft.com/content/1b9d1eé ...... 45 
(h) Kristi Hines, AI Regulation: Is It Too Late To Prevent Potential Harm?, 

online: searchenginejournal.com/ai-regulation-é .............................................. 45 
(i) Carl Smith, Generative AI Adds New Dimensions to Election Interference, 

online: governing.com/security/generé ............................................................... 45 
(j) Kent Walker, A policy agenda for responsible AI progress: Opportunity, 

Responsibility, Security, online: blog.google/technology/ai/é ............................ 45 
(k) Tim Hinchliffe, 'We Shouldn't Regulate AI Until We See Meaningful Harm': 

Microsoft Economist to WEF, online: sociable.co/government-andé ................ 45 
(l) Richard W Stevens, Letôs Apply Existing Laws to Regulate AI | Mind Matters, 
online: mindmatters.ai/2023/05/lets-aé .............................................................. 45 
(m) Financial Times Editorial Board, AI needs superintelligent regulation | 

Financial Times, online: ft.com/content/7ba3e9é ............................................... 45 
(n) Eric J Felsberg & Todd R Dobry, Employer Alert: New York City Issues 

Final Rules on Automated Employment Decision Tools Law | Data Intelligence 

Reporter, online: dataintelligencereporter.com/2023/04/employé ..................... 45 
(o) Titus Wu, California Seeks to Be First to Regulate Business Use of AI, 

online: news.bloomberglaw.com/in-house-counsé ............................................. 46 
(p) Hiawatha Bray, Mass. lawmakers scramble to regulate AI amid rising 

concerns, online: (msn.com) ................................................................................. 46 

7. More on organizational policies for generative AI ............................................... 46 

(a) Jason I Epstein et al., Generative AI: A Roadmap for Use Cases, online: 

nelsonmullins.com/idea_exchange/é ................................................................... 46 
(b ) Barry Sookman & Michael Scherman, Contracting for tech under the AI 

provisions of CPPA, AIDA and Law 25, online: 

https://www.barrysookman.com/2023/05/14/contracting-for-tech-under-the-ai-

provisions-of-cppa-aida-and-law-25/ ................................................................... 46 
(c) James G Gatto, Solving Open Source Problems With AI Code Generators - 

Legal issues and Solutions, online: 



- xi - 

https://www.lexology.com/library/detail.aspx?g=075e5397-ae2e-4ea3-9884-

df71f4151762 ........................................................................................................ 47 
(d) Lindsey Wilkinson, Generative AI at work: 3 steps to crafting an enterprise 

policy, online: ciodive.com/news/generativé ...................................................... 47 
(e) Ryan J Black, Tyson Gratton & Shea Coulson, Using policy to protect your 

organization from generative AI risks, online: 

https://www.lexology.com/library/detail.aspx?g=a64f0c33-ef0e-441c-88d1-

80498155d0d7....................................................................................................... 47 
(f) Legal.io, You'll Probably Need a ChatGPT Company Policy, online: 

https://www.legal.io/articles/5429675/You-ll -Probably-Need-a-ChatGPT-

Company-Policy .................................................................................................... 47 
(g) Alisa L Chestler, Justin S Daniels & Vivien F Peaden, A Baker's Dozen: Top 

Questions In-House Legal Counsel Should Consider Asking to Better Understand 

AI including ChatGPT, online: https://www.bakerdonelson.com/a-bakers-dozen-

top-questions-in-house-legal-counsel-should-consider-asking-to-better-

understand-ai-including-chatgpt .......................................................................... 47 
(h) Laura Croft, Policies for use of ChatGPT needed in legal workplaces, 

online: https://www.lawyersweekly.com.au/newlaw/36635-policies-for-use-of-

chatgpt-needed-in-legal-workplaces..................................................................... 48 
(i) TechGC Team, Counsel Corner: 6 Rules for Taking on Generative AI as a 

GC, online: https://blog.techgc.co/counsel-corner/counsel-corner-6-rules-for-

taking-on-generative-ai-as-a-gc/ .......................................................................... 48 
(j) Lindsey Wilkinson, Generative AI at work: 3 steps to crafting an enterprise 

policy, online: https://www.ciodive.com/news/generative-ai-work-

policies/648739/ .................................................................................................... 48 

8. Dealing with generative AI for financial services ................................................ 48 

(a) OSFI, Artificial Intelligence in Finance requires specific safeguards: OSFI 

and GRI report - Explainability among key principles for gaining confidence in 

AI, online: osfi-bsif.gc.ca/Eng/osfi-bsif/é ............................................................ 48 
(b) John Salmon, Leopold von Gerlach & Daniel Lee, AI regulation in financial 

services in the EU and the UK: Governance and risk-management, online: 

engage.hoganlovells.com/knowledgeservié ........................................................ 49 

9. Common law and statutory protection for publicity rights ................................... 49 

(a) Sharoni S Finkelstein & Alexandra L Kolsky, Artificial Intelligence Wants 

Your Name, Image and Likeness ï Especially If You're a Celebrity, online: 

venable.com/insights/publié ................................................................................ 49 
(b) Zach Glasser, AI Face-Swap App Spawns New Class Action | Inside Class 

Actions, online: insideclassactions.com/2023/05/04/ai-é ................................... 50 

 



 

 

I. WHAT IS GENERATIVE AI  

1. Working definition 

(a) U.S. Copyright Office, Copyright Registration Guidance: Works Containing Material 

Generated by Artificial Intelligence, online: U.S. Copyright Office Guidance. 

ñOne such recent development is the use of sophisticated artificial intelligence (ñAIò) 

technologies capable of producing expressive material. These technologies ñtrainò on 

vast quantities of preexisting human authored works and use inferences from that training 

to generate new content. Some systems operate in response to a userôs textual instruction, 

called a ñprompt.ò The resulting output may be textual, visual, or audio, and is 

determined by the AI based on its design and the material it has been trained on.ò 

(b) E.U., Proposal for a regulation of the European Parliament and of the Council on 

harmonised rules on Artificial Intelligence (Artificial Intelligence Act) and amending 

certain Union Legislative Acts, online: EU AI Act (draft Compromise Amendments) May 

9, 2023   

ñProviders of foundation models used in AI systems specifically intended to generate, 

with varying levels of autonomy, content such as complex text, images, audio, or video 

(ñgenerative AIò)ò.  

(c) U.K. Government, A pro-innovation approach to AI regulation, online: GOV.UK 

(www.gov.uk) 

ñFoundation model: a type of AI  model that is trained on a vast quantity of data and is 

adaptable for use on a wide range of tasks. Foundation models can be used as a base for 

building more specific AI  models.ò 

ñLarge language models (LLMs) are a type of foundation model. The potential of LLMs 

goes beyond reproducing or translating natural language: LLMs also have the power to 

write software, generate stories through films and virtual reality, and more.ò  

ñText-to-image generators: Adaptivity: Uses large amounts of online content to learn 

how to create rich, highly specific images on the basis of a short text prompt. 

Autonomy: Based on text input, these systems generate images that mimic the qualities of 

human-created art, with no ongoing oversight from the user.ò 

https://www.govinfo.gov/content/pkg/FR-2023-03-16/pdf/2023-05321.pdf
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/CJ40/DV/2023/05-11/ConsolidatedCA_IMCOLIBE_AI_ACT_EN.pdf
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/CJ40/DV/2023/05-11/ConsolidatedCA_IMCOLIBE_AI_ACT_EN.pdf
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper
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II.  Generative AI  challenges ï Intellectual Property - copyright 

1. Music 

(a) David Israelite & Mitch Glazier, Will AI Value Human Creators? Nowôs the Time to 

Decide the Future of Our Culture (Guest Column), online: billboard.com/pro/ai-senate-

é 

The internet is already awash in unlicensed and unethical ñstyleò and ñsoundalikeò tools 

that rip off the writing, voice, likeness and style of professional artists and songwriters 

without authorization or permission. Powerful new engines like OpenAIôs ChatGPT and 

Jukebox, Googleôs MusicLM and Microsoftôs AI-powered Bing have been trained on 

vast troves of musical compositions, lyrics, and sound recordings ð as well as every 

other type of data and information available on the internet ð without even the most 

basic transparency or disclosure, let alone consent from the creators whose work is being 

used. Songwriters, recording artists, and musicians today are literally being forced to 

compete against AI programs trained on copies of their own compositions and 

recordingsé 

The moral invasion of AI engines that steal the core of a professional performerôs identity 

ð the product of a lifetimeôs hard work and dedication ð without permission or pay 

cannot be tolerated.ò 

(b) IFPI, Securing growth across the music ecosystem online: https://www.ifpi.org/ifpi-

priorities/creating-a-fair-environment-for-music/ 

ñAI is not and will never be a substitute for human artistry, nor should developers of AI 

models be allowed to use artistsô recordings without authorisations, whether to train their 

models or to generate new content.ò 

2. Art 

(a) CAIR, AI Open Letter regarding generative AI, online: artisticinquiry.org/ai-open-

letteré 

ñAI-art generators are trained on enormous datasets, containing millions upon millions of 

copyrighted images, harvested without their creatorôs knowledge, let alone compensation 

or consent. This is effectively the greatest art heist in history. Perpetrated by respectable-

seeming corporate entities backed by Silicon Valley venture capital. Itôs daylight robbery. 

ñGenerative AI art is vampirical, feasting on past generations of artwork even as it sucks 

the lifeblood from living artists. Over time, this will impoverish our visual culture. 

Consumers will be trained to accept this art-looking art, but the ingenuity, the personal 

vision, the individual sensibility, the humanity will be missing.ò 

ñThis is also an economic choice for society. While illustratorsô careers are set to be 

decimated by generative-AI art, the companies developing the technology are making 

https://t.co/8VGbxT7A4w
https://t.co/8VGbxT7A4w
https://www.ifpi.org/ifpi-priorities/creating-a-fair-environment-for-music/
https://www.ifpi.org/ifpi-priorities/creating-a-fair-environment-for-music/
https://t.co/kZnjI9HBvH
https://t.co/kZnjI9HBvH
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fortunes. Silicon Valley is betting against the wages of living, breathing artists through its 

investment in AI.ò 

(b) Andersen v. Stability AI Ltd., 3:23-cv-00201 

ñ50. This class action against Defendants concerns a DeviantArt software product called 

DreamUp, a Midjourney software product, and a Stability software product called 

DreamStudio, all of which are AI-Image Products and, upon information and belief, built 

on a Stability Software Library called Stable Diffusion.ò 

ñ5. These resulting derived images compete in the marketplace with the original images. 

Until now, when a purchaser seeks a new image ñin the styleò of a given artist, they must 

pay to commission or license an original image from that artist. Now, those purchasers 

can use the artistôs works contained in Stable Diffusion along with the artistôs name to 

generate new works in the artistôs style without compensating the artist at all. As used 

herein, the phrase ñin the style of,ò refers to a work that others would accept as a work 

created by that artist whose ñstyleò was called upon, not the general category of work, 

such as fantasy or impressionism. Only a very small number of incredibly talented artists 

are capable of this same feat for a single other artist (i.e., reproducing art that is 

convincingly in that artistôs style), let alone for countless other artists. AI Image Products 

do so with ease by violating the rights of millions of artists.ò 

Direct Copyright Infringement 

¶ Whether Defendants violated the copyrights of Plaintiffs and the Class when they 

downloaded and stored copies of the Works. 

¶ Whether Defendants violated the copyrights of Plaintiffs and the Class when they 

used copies of the Works to train AI Image Products. 

Vicarious Copyright Infringement 

¶ Whether Defendants vicariously violated the copyrights of Plaintiffs and the Class 

when third parties used Defendantsô products to create Fakes, as defined herein. 

DMCA Violations 

¶ Whether Defendants violated the DMCA by removing copyright management 

information (ñCMIò) from the Works and/or causing their respective AI Image 

Products to omit CMI from their output images. 

Right of Publicity Violations 

¶ Whether Defendants violated Plaintiffsô and the Classôs rights of publicity when they 
designed their AI Image Products to respond to prompts requesting output images ñin 

the styleò of specific individuals, namely Plaintiffs and the Class. 

Unlawful-Competition 

¶ Whether Defendantsô AI Image Products are being used by Defendants to engage in 
Unfair Competition under the Lanham Act and/or California lawé 

Anticipated Defenses 

¶ Whether any affirmative defense excuses Defendantsô conduct, including but not 

limited to whether some or all of Defendantsô conduct is allowed under the Fair Use 

Doctrine. 

https://www.courtlistener.com/docket/66732129/andersen-v-stability-ai-ltd/
https://www.courtlistener.com/docket/66732129/andersen-v-stability-ai-ltd/
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3. Photos 

(a) Getty Images (US), Inc. v. Stability AI, Inc., 1:23-cv-00135 

ñThis case arises from Stability AIôs brazen infringement of Getty Imagesô intellectual 

property on a staggering scale. Upon information and belief, Stability AI has copied more 

than 12 million photographs from Getty Imagesô collection, along with the associated 

captions and metadata, without permission from or compensation to Getty Images, as part 

of its efforts to build a competing business.ò 
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50. To be clear, the image above is not a photograph of an actual cat wearing an actual 

scarf. It is a computer-synthesized image that resembles a cat wearing a scarf. Upon 

information and belief, Stability AI was able to generate the image above because it used 

enough images of real cats paired with rich text captions and images of real scarves with 

rich text captions to train Stable Diffusion that the model can generate this type of output. 

Stable Diffusion is able to combine what it has learned to generate this artificial image, 

but only because it was trained on proprietary content belonging to Getty Images and 

others.ò 

ñ52. In many cases, and as discussed further below, the output delivered by StabilityAI 

includes a modified version of a Getty Images watermarkò. 

 

ñ59. Making matters worse, Stability AI has caused the Stable Diffusion model to 

incorporate a modified version of the Getty Imagesô watermark to bizarre or grotesque 

synthetic imagery that tarnishes Getty Imagesô hard-earned reputation, such as the image 

below: 



- 6 - 

 
4. Software  

(a) DOE 1 et al v. GitHub, Inc. et al 4:2022cv06823 

ñPlaintiffs are software developers who challenge Defendantsô development and 

operation of Copilot and Codex, two artificial intelligence-based coding tools.ò 

ñIn June 2021, GitHub and OpenAI released Copilot, an AI-based program that can 

ñassist software coders by providing or filling in blocks of code using AI.ò Id. ¶ 8. In 

August 2021, OpenAI released Codex, an AI-based program ñwhich converts natural 

language into code and is integrated into Copilot.ò Id. ¶ 9. Codex is integrated into 

Copilot: ñGitHub Copilot uses the OpenAI Codex to suggest code and entire functions in 

real-time, right from your editor.ò Id. ¶ 47 (quoting GitHub website). GitHub users pay 

$10 per month or $100 per year for access to Copilot. Id. ¶ 8.  

https://dockets.justia.com/docket/california/candce/4:2022cv06823/403220
https://dockets.justia.com/docket/california/candce/4:2022cv06823/403220
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Codex and Copilot employ machine learning, ña subset of AI in which the behavior of the 

program is derived from studying a corpus of material called training data.ò Id. ¶ 2. Using 

this data, ñthrough a complex probabilistic process, [these programs] predict what the 

most likely solution to a given prompt a user would input is.ò Id. ¶ 79. Codex and Copilot 

were trained on ñbillions of linesò of publicly available code, including code from public 

GitHub repositories.ò 

ñPlaintiffs filed multiple cases against Defendants, which were subsequently 

consolidated. ECF No. 47. Plaintiffs, on behalf of themselves and two putative classes,4 

plead twelve counts against Defendants: (1) violation of the Digital Millennium 

Copyright Act (ñDMCAò), 17 U.S.C. ÄÄ 1201-05; (2) common law breach of open-

source licenses; (3) common law tortious interference in a contractual relationship; (4) 

common law fraud; (5) false designation of origin in violation of the Lanham Act, 15 

U.S.C. § 1125; (6) unjust enrichment in violation of Cal. Bus. & Prof. Code §§ 17200, et 

seq., and the common law; (7) unfair competition in violation of the Lanham Act, 15 

U.S.C. § 1125; Cal. Bus. & Prof. Code §§ 17200, et seq., and the common law; (8) 

breach of contract for violation of the GitHub Privacy Policy and Terms of Service; (9) 

violation of the California Consumer Privacy Act (ñCCPAò); (10) common law 

negligence; (11) common law civil conspiracy; and (12) declaratory relief under 28 

U.S.C. Ä 2201(a) and Cal. Code Civ. Proc. Ä 1060.ò 

5. Authors 

(a) Mandalit del Barco ñStriking movie and TV writers worry that they will be replaced by 

AIò online: https://www.npr.org/2023/05/18/1176806824/striking-movie-and-tv-writers-

worry-that-they-will -be-replaced-by-ai. 

ñDEL BARCO: The Writers Guild of America, which called for the strike, says writers 

want more regulation of AI. For example, bans on studios using it to write or rewrite 

things like stories, treatments and screenplays or even write the source material that 

human writers would adapt for the screen. They also don't want the writers' work to be 

used to train AI. Meanwhile, the studios, represented by the Alliance of Motion Picture 

and Television Producers, say that the use of AI raises hard, important, creative and legal 

questions for everyone, and that it requires more discussion. They also point out that the 

current agreement already defines writers as people, so AI generated material wouldn't be 

eligible for writing credits. During a recent earnings call, Disney CEO Bob Iger told 

investors that AI development presents opportunities and benefits to the company.ò 

6. Human Artistry Campaign  

(a) Core Principles for Artificial Intelligence Applications online:  

https://www.humanartistrycampaign.com/ 

ñCreative works shape our identity, values, and worldview. And there are fundamental 

elements of our culture that are uniquely human. Only humans are capable of 

communicating the endless intricacies, nuances, and complications of the human 

https://www.npr.org/2023/05/18/1176806824/striking-movie-and-tv-writers-worry-that-they-will-be-replaced-by-ai
https://www.npr.org/2023/05/18/1176806824/striking-movie-and-tv-writers-worry-that-they-will-be-replaced-by-ai
https://www.humanartistrycampaign.com/
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condition through art - whether it be music, performance, writing, or any other form of 

creativity. 

Developments in artificial intelligence are exciting and could advance the world farther 

than we ever thought possible. But AI can never replace human expression and artistry.  

As new technologies emerge and enter such central aspects of our existence, it must be 

done responsibly and with respect for the irreplaceable artists, performers, and creatives 

who have shaped our history and will chart the next chapters of human experience.ò 

III.  Does Generative AI infringe copyright? 

1. Infringement causes of action 

(a) Reproduction for training purposes 

(i) Field v. Google, Inc., 77 U.S.P.Q.2d 1738 (D. Nev. 2006) 

Distribution of copies of works from an archived cache maintained by a content 

aggregator may be regarded as implicitly licensed if the originating site at which the work 

is posted does not use a ñno archiveò meta-tag to signify no permission to cache the 

work. Not infringement to distribute 51 works originally published on private website 

from an archived cache. 

To the extent that Google itself copied or distributed the plaintiff's copyright works by 

allowing access to them through its cached links, Google engaged in a fair use of those 

works. 

(ii)  Parker v. Google, Inc., 78 U.S.P.Q.2d 1212 (E.D. Penn. 2006) 

Google's automatic archiving of USENET postings and excerpting of websites in its 

results to users' search queries do not include the necessary volitional elements to 

constitute directly copyright infringement. 

(iii)  Religious Technology Center v. Netcom On-Line Communication Services, Inc., 907 

F.Supp. 1361 (N.D.Cal.1995) 

(iv) National Rugby League Investments Pty Ltd. v. Singtel Optus Ltd., [2012] FCAFC 59 (27 

April 2012) 

(v) Record TV PTE LTD. v. Mediacorp. TV Singapore PTE LTD., [2011] 1 SLR 830 
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(b) Outputs - reproductions or derivative works 

(i) Scope of copyright protection 

 Cinar Corporation v. Robinson, 2013 SCC 73, Designers Guild Ltd. v. Russell Williams 

(Textiles) Ltd., [2001] 1 All E.R. 700 (H.L.), Nichols v. Universal Pictures Corporation, 

45 F.2d 119 (2nd Cir. 1930). 

Copyright  protects authors against both literal and non-literal copying, so long as the 

copied material forms a substantial part of the work infringed. The part which is regarded 

as substantial can, for example, be a feature or combination of features of the work, 

abstracted from it rather than forming a discrete part. 

If there has been copying, the question of whether the copying is substantial or not 

depends more on the quality rather than on the quantity of what has been taken. 

A reviewing court is required to engage ñin a qualitative and holistic assessment of the 

similarities between the worksò. 

The copying which is relevant is the copying, not of the idea, but of the expression of the 

idea. 

 Cinar Corporation v. Robinson, 2013 SCC 73  

For expert evidence to be admitted at trial, it must (a) be relevant; (b) be necessary to 

assist the trier of facté 

However, the question always remains whether a substantial part of the plaintiffôs work 

was copied. This question should be answered from the perspective of a person whose 

senses and knowledge allow him or her to fully assess and appreciate all relevant aspects 

ˈ patent and latent ˈ of the works at issue. In some cases, it may be necessary to go 

beyond the perspective of a lay person in the intended audience for the work, and to call 

upon an expert to place the trial judge in the shoes of ñsomeone reasonably versed in the 

relevant art or technologyò: Vaver, at p. 187. 

To take an example, two pieces of classical music may, to the untrained ear, sound 

different, perhaps because they are played on different instruments, or at different 

tempos.  An expert musician, however, might see similarities suggesting a substantial 

part has been copied ˈ the same key signature, the same arrangement of the notes in 

recurring passages, or a recurrent and unusual harmonic chord.  It will be for the judge to 

determine whether the similarities establish copying of a substantial part, to be sure.  But 

in making that determination, the judge may need to consider not only how the work 

sounds to the lay person in the intended audience, but also structural similarities that only 

an expert can detecté 

Finally, the works at issue had both patent and latent similarities. Or, as Dr. Perraton 

explained it, they shared ñperceptibleò and ñintelligibleò similarities. ñPerceptibleò 

similarities are those that can be directly observed, whereas ñintelligibleò similarities ˈ 
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such as atmosphere, dynamics, motifs, and structure ˈ affect a viewerôs experience of 

the work indirectly. Expert evidence was necessary to assist the trial judge in distilling 

and comparing the ñintelligibleò aspects of the works at issue, which he would not 

otherwise appreciate. Consequently, the trial judge did not err in admitting the expert 

evidence of Dr. Perraton.ò 

(ii)  Reproducing ñstyleò 

 Rains v. Molea, 2013 ONSC 5016 

ñ[40]            Rains cannot establish infringement by relying on his use of the noted 

unoriginal, commonplace, historical painting techniques. This would be akin to 

sShakespeare relying on his use of iambic pentameter in his writing or Drake relying on 

his use of 16 bars to a verse in his music. Commonly used techniques must remain 

available to all artists creating literary, dramatic, musical, and artistic works. If the 

compilation of these techniques is original, as defined above, the work enjoys copyright 

protection. If, after disregarding the commonplace techniques, there remain sufficient 

similarities between one work and a preceding original, substantial copying will likely be 

established. Because Rains relies on unoriginal elements, other than shape, to 

demonstrate similarity, these elements do not establish substantial copying.ò 

[43]           Rains asserts that Moleaôs 17 comparison works are each standalone 

colourable imitations of Rainsô comparable works. He submits that the fundamental 

factual question to be resolved is whether Moleaôs infringing work comes so near to 

Rainsô work so as to give every person seeing the infringing work the idea created by the 

original: See King Features Syndicate, Inc., v. Lechter, 1950 CanLII 638 (CA EXC), 

[1950] Ex. C.R. 297, 12 C.P.R. 60, at para. 19. To this end, Rains points to Mr. Alan 

Lochôs (ñLochò) testimony that multiple clients entered the Loch Gallery and mistook 

Moleaôs work for Rainsô work. Rains also points to an email from Ms. Nicole Potvin to 

Molea in June 2004 wherein she indicates that, as a lay person although a gallery owner, 

she mistook Rainsô work for Moleaôs work. These examples far from satisfy the ñevery 

personò test as articulated by the Exchequer Court. 

[44]           Moreover, in my view it would be unwise to establish confusion as the test for 

colourable imitation of an artistic work. This test by its very nature lends itself to the 

subjective nuances of comparison by laypeople, those who enjoy an interest in art, and 

those who study art history and methods. 

(iii)  U.S. Copyright Act Section 102(b) (and Art. 9.2 TRIPs) (merger, scenes a faire) 

In no case does copyright protection for an original work of authorship extend to any 

idea, procedure, process, system, method of operation, concept, principle or discovery, 

regardless of the form in which it is described, explained, illustrated, or embodied in such 

work. 

 Lotus Development Corp. v. Paperback Software International, 15 U.S.P.Q.2d 1577 (D. 

Mass. 1990); Lotus Development Corp. v. Borland International Inc., 34 U.S.P.Q.2d 

1014 (1st Cir. 1995); Computer Associates International Inc. v. Altai Inc., 23 U.S.P.Q.2d 

https://www.canlii.org/en/ca/exch/doc/1950/1950canlii638/1950canlii638.html
https://www.canlii.org/en/ca/exch/doc/1950/1950canlii638/1950canlii638.html#par19
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1241 (2nd Cir. 1992); Delrina Corp. v. Tiolet Systems Inc. (2002), 17 C.P.R. (4th) 289 

(Ont. C.A) 

The expression adopted by a computer programmer is the copyrightable element in a 

computer program, and that the actual processes or methods embodied in the program are 

not within the scope of the copyright law. 

(iv) Derivative works  

 U.S. Copyright Act 

A ñderivative workò is a work based upon one or more preexisting works, such as a 

translation, musical arrangement, dramatization, fictionalization, motion picture version, 

sound recording, art reproduction, abridgment, condensation, or any other form in which 

a work may be recast, transformed, or adapted. A work consisting of editorial revisions, 

annotations, elaborations, or other modifications which, as a whole, represent an original 

work of authorship, is a ñderivative workò. 

 Sookman, Computer, Internet, Electronic Commerce Act 

ñTo qualify as a derivative work, the work must exist in a concrete or permanent form 

and must substantially incorporate protected material from the preexisting work. In 

addition, the work will be considered a derivative work only if it would be considered an 

infringing work if the material which it has derived from preexisting work has been taken 

without the consent of a copyright proprietor of such preexisting work. See, Micro Star v. 

Formgen Inc., 154 F.3d 1107 (9th Cir. 1998) (Manufacturer and distributor of ñDuke 

Nukem 3Dò computer game. Established likelihood of success that second game which 

contained new levels to be used in playing ñDuke Nukemò was an infringing derivative 

work as the new levels assumed concrete or permanent form in the games' MAP files and 

the second game incorporated ñDuke Nukemò manufacturers' protected expression.), 

Lewis Galoob Toys, Inc. v. Nintendo of America, Inc., 964 F.2d 965 (9th Cir. 1992) 

(Game Genie device did not create infringing derivative work because it did not 

incorporate any part of Nintendo's protected work in some concrete or permanent form).ò 

2. TPMs and Rights Management 

(a) WIPO Copyright Treaty (See also WPPT, USMCA) 

Article 12 Obligations concerning Rights Management Information 

(1) Contracting Parties shall provide adequate and effective legal remedies against any 

person knowingly performing any of the following acts knowing, or with respect to civil 

remedies having reasonable grounds to know, that it will induce, enable, facilitate or 

conceal an infringement of any right covered by this Treaty or the Berne Convention: 

(i) to remove or alter any electronic rights management information without authority; 

https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=17-USC-1867087701-364936160&term_occur=999&term_src=title:17:chapter:1:section:101
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(ii) to distribute, import for distribution, broadcast or communicate to the public, without 

authority, works or copies of works knowing that electronic rights management 

information has been removed or altered without authority. 

(2) As used in this Article, ñrights management informationò means information which 

identifies the work, the author of the work, the owner of any right in the work, or 

information about the terms and conditions of use of the work, and any numbers or codes 

that represent such information, when any of these items of information is attached to a 

copy of a work or appears in connection with the communication of a work to the public. 

3. Accessorial and secondary copyright infringement 

(i) Contributory infringement 

(ii)  Vicarious liability 

(iii)  Authorization 

(iv) Aid and abet 

(v) Induce infringement 

(vi) Similar secondary lability theories xxx 

4. Moral rights infringement 

(a) Article 6b is of the Berne Convention 

(1) Independently of the author's economic rights, and even after the transfer of the said 

rights, the author shall have the right to claim authorship of the work and to object to any 

distortion, mutilation or other modification of, or other derogatory action in relation to, 

the said work, which would be prejudicial to his honor or reputationé 

(b) WIPO Guide to the Copyright and Related Rights Treaties Administered by WIPO 

ñBC-6bis.2. The ñright of paternityò is the right of the author ñto claim authorshipò of the 

work. Usually, the author ñclaimsò authorship in his work by indicating on the copies, or 

in connection with any non-copy-related use, of his work, that he is the author. On the 

basis of the ñright of paternity,ò he has the right to insist that he be identified in this way 

(as much as it is practicable and in a way that is reasonable under the given 

circumstances). The author, however, is equally free to make available his work 

anonymously or to use a pseudonym.ò 

ñBC-6bis.5. At the 1948 Brussels revision conference, it was clarified that the protection 

of honor and reputation should extend not only to the honor and reputation of the author 

as an author (in close relationship with the quality of his work as such) but also to his 

honor and reputation as a human being (which may concern also such aspects as the 

context ï for example, a politically charged context ï in which the work is used). It was 
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emphasized that one of the reasons for the inclusion of the new phrase at that conference 

was to underline this element. The statement adopted by the conference about this read a 

follows: ñThe author will have the right to bring action against any acts prejudicial to his 

honor and reputation, and the discussion revealed that the author has to be protected not 

only in his capacity as a writer, but also in the role he plays on the literary stage: it is for 

that reason that you have added that he could object to any derogatory action, that being 

understood to mean any action that would be liable to harm the person through distortion 

of his work.ò 

IV.  Defenses to copyright infringement  

1. Fair use 

(a) Andy Warhol Foundation for the Visual Arts, Inc v Goldsmith 598 U.S. ____ (2023) 

ñBut an overbroad concept of transformative use, one that includes any further 

purpose, or any different character, would narrow the copyright ownerôs exclusive 

right to create derivative works. To preserve that right, the degree of 

transformation required to make ñtransformativeò use of an original must go 

beyond that required to qualify as a derivative.ò 

ñIn sum, the first fair use factor considers whether the use of a copyrighted work 

has a further purpose or different character, which is a matter of degree, and the 

degree of difference must be balanced against the commercial nature of the use. If 

an original work and a secondary use share the same or highly similar purposes, 

and the secondary use is of a commercial nature, the first factor is likely to weigh 

against fair use, absent some other justification for copying.ò 

ñIn this case, however, Goldsmithôs original photograph of Prince, and AWFôs 

copying use of that photograph in an image licensed to a special edition magazine 

devoted to Prince, share substantially the same purpose, and the use is of a 

commercial nature. AWF has offered no other persuasive justification for its 

unauthorized use of the photograph. Therefore, the ñpurpose and character of the 

use, including whether such use is of a commercial nature or is for nonprofit 

educational purposes,ò Ä107(1), weighs in Goldsmithôs favor.ò 

2. Fair Dealing 

(a) CCH Canadian Ltd. v. Law Society of Upper Canada, 2004 SCC 13, Alberta (Education) 

v. Canadian Copyright Licensing Agency (Access Copyright), 2012 SCC 37, Society of 

Composers, Authors and Music Publishers of Canada v. Bell Canada, 2012 SCC 36, 

York University v. Canadian Copyright Licensing Agency (Access Copyright), 2021 SCC 

32, 2021 

o Fair dealing is a user right. 

o Fair dealing for research is given a large and liberal interpretation and include 

research for commercial purposes. 

https://www.supremecourt.gov/opinions/22pdf/21-869_87ad.pdf
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o In assessing whether a purpose is allowable, the perspective should be not on the 

defendants' purpose, but rather on the ultimate users of the fair dealing. 

o Fairness is assessed from the perspective of both the alleged infringer and the uses 

of individuals.  

o Large-scale organized dealings are not ñinherently unfairò. 

3. Text and data mining exceptions  

(a) Matthew Stratton, Deputy General Counsel, Association of American Publishers, April 

14, 2023 ñCopyright Framework for TDM: A Jurisdictional Approachò 

 

(b) Osborne Clarke, Generative AI: what could the future hold for IP and training data in 

the UK?, online: osborneclarke.com/insights/generé 

ñThe UK's present copyright and database, right exceptions are narrow limited to 

research purposes, and cannot be relied upon if there is a commercial purpose for the 

activities. 

ñAny significant legislative expansion of the TDM exception appears to have been 

dropped for the time being.ò 

(c) Temporary reproductions  

(i) E.U., Directive 2001/29/EC of the European Parliament and of the Council of 22 May 

2001 on the harmonisation of certain aspects of copyright and related rights in the 

https://t.co/QfP4PDpK9j
https://www.osborneclarke.com/insights/generative-ai-how-sourcing-data-training-ai-tests-uk-and-eu-intellectual-property-rules
https://www.osborneclarke.com/insights/generative-ai-can-intellectual-property-infringements-training-data-be-avoided









































































